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Abstract—There have been a number of methods presented by various researchers for traffic prediction, some of which involve modeling the problem of traffic prediction as a time series. It has been observed that Artificial Neural Networks (ANN) perform better than statistical methods for time series forecasting. The network performance and complexity varies with the choice of algorithm used. Back propagation (BPNN) has been used to predict IP traffic with a fair degree of accuracy but as the prediction interval increases and the inputs change drastically the forecasting accuracy suffers [9]. This paper discusses the use of Focused Time Delay Feed Forward Neural Network architecture to predict IP traffic patterns and overcome the shortcomings of back propagation neural networks when used for traffic forecasting along with improvements to the BPNN by using additional inputs like holidays and maintenance downtimes.

Index Terms—ANN, Focused Time Delay Feed Forward Neural Networks, IP traffic forecasting.

I. INTRODUCTION

IP network traffic forecasting is an important area of study that is rightfully receiving considerable research attention [1, 2, 3]. It has both small and large scale applications. In production networks, network planning and re-structuring of the network relies heavily upon the forecasted traffic patterns of the network. In has been observed that in many organizations decisions like planned down time and maintenance windows are focused around the time of minimum network usage so that the affect on the network usage and services could be minimized. It may also be used for anomaly detection where the past network trends are analyzed to detect any malicious behavior [4].

II. TRAFFIC FORECASTING

IP traffic prediction is manually done intuitively by network administrators, analyzing the past traffic trends and growth of number of users [3]. However, advance applications of traffic prediction require some accurate as well as reproducible prediction models. IP traffic prediction techniques are getting more attention as research endeavors to find new and improved methods of predicting the traffic flow. With the advent of Next Generation Networks (NGN), integrating voice video and data on IP, greater emphasis has been placed on accurate modeling of predicted IP traffic so that bandwidth guarantees (QoS) could be provided for real time data. Traffic prediction is also used to detect misuse, intrusion and anomalies in IP network [1, 2].

A number of IP traffic prediction models have been proposed employing different statistical techniques such as Time Series Forecasting (TSF) as well as Artificial Neural Network based forecasting which predict the behavior based upon historical data. The TSF approaches can be divided into univariate and multivariate, depending if one or more variables are used. Multivariate methods are likely to produce better results, provided that the variables are correlated. It is observed however that ANN based
Multivariate methods give better results outperforming the statistical methods [2].

As the nature of Internet traffic is non-linear and self-similar the accurate prediction of projected traffic is a difficult task [5]. This leads to self similar prediction models employing ANN. In a comparison of different types of neural networks for IP traffic forecasting, Rutka et al [6] observe that Radial Base Function Networks (RBFN) employing self-similarity are computationally expensive, missing performance goals due to complex calculation and long calculation periods. Rutka et al. in [6] suggest that Multilayer Perceptron Networks (MLPN) could be a better choice and their performance could be improved by increasing the number of layers while there is no need to increase the number of neurons in each layer. Taeho et. al in [7] propose that improvements to the ANN based prediction methods involve the Virtual Term Generation (VTG) which improve the generalization performance of the ANN through the generation of derived training patterns from the original ones and training the ANN using these artificial training patterns in addition to the original patterns. This again is a computationally expensive method and is not suitable for real-time data.

Zhao et. al in [8] discuss the use of Wavelet Neural Networks with decomposition of the traffic sequences into different frequency components and training the ANN using these sub components. This effectively improves the prediction accuracy through the replacement of sigmoid function with wavelet basis function. These methods are more accurate but are complex to compute. Satsri et. al in [9] present a rather simpler method that uses ANN with back propagation algorithm which is an effective forecasting tool, because it has a capability of pattern recognition and could relate factors that effect the result, it is reasonable to approximate the unknown function from some known input/output patterns which is very powerful for future trend forecasting.

The technique presented by Satsri et. al in [9] is effective when compared with statistical models while forecasting only for a short time intervals. It does not scale for a longer span of prediction window and does not account for very fast change in the input data due to the usage of back propagation algorithm as the back propagation algorithm relies on the back propagation of error. We anticipate improving the prediction accuracy, the forecasting time window and the response of the prediction model to the changing inputs by employing time delay feed forward neural networks.

A. Back Propagation Neural Networks

This study uses the same back propagation model arrangement used by Satsri et. al in [9] for the sake of comparison, comprising of a single layer which involves three stages:

i) The feed forward of input training pattern.

ii) The back propagation of associated error.

iii) Adjustment of weights.

In back propagation arrangement a multilayer perceptron has an input layer of source nodes and an output layer of neurons (i.e., computation nodes); these two layers connect the network to the outside world. In addition to these two layers, the multilayer perceptron usually has one or more layers of hidden neurons, which are so called because these neurons are not directly accessible. The hidden neurons extract important features contained in the input data. The training is usually accomplished by using a back propagation (BP) algorithm that involves two phases [10].

During the forward phase the free parameters of the network are fixed, and the input signal is propagated through the network layer by layer. The forward phase finishes with the computation of an error signal.

\[ e_i = d_i - y_i \]  

where \( d_i \) is the desired response and \( y_i \) is the actual output produced by the network in response to the input \( x_i \).

During this second phase, the error signal \( e_i \) is propagated through the network in the backward direction, hence the name of the algorithm. It is during this phase that adjustments are applied to the free parameters of the network so as to minimize the error \( e_i \) in a statistical sense. The back-propagation learning algorithm is simple to implement and computationally efficient in that its complexity is linear in the synaptic weights of the network. However, a major limitation of the algorithm is that it does not always converge and can be excruciatingly slow, particularly when we have to deal with a
A difficult learning task that requires the use of a large network. [11]. A complete iteration of this algorithm can be written

$$x_{k+1} = x_k - \alpha_k g_k$$  \hspace{1cm} (2)

where $x_k$ is a vector of current weights and biases, $g_k$ is the current gradient and $\alpha_k$ is the learning rate[12].

B. Focused Time Lagged Feed Forward Neural Networks

The back propagation algorithm for ANN is concerned basically with an approximation of the systems being static without any dynamics. Time is an essential dimension of learning. We may incorporate time into the design of a neural network implicitly or explicitly. A straightforward method of implicit representation of time1 is to add a short-term memory structure in the input layer of a static neural network (e.g., multilayer perceptron). The resulting configuration is sometimes called a focused time lagged feed forward network (TLFN) [11].

**Tapped-Delay-Line (TDL) Memory** is the most commonly used form of short-term memory. It consists of $p$ unit delays with $(p+1)$ terminals as shown in the figure 2, which may be viewed as a single input–multiple output network. Figure 3 shows a focused TLFN network using the combination of a TDL memory and multilayer perceptron. In Figs. 2 and 3, the unit-delay is denoted by $z^{-1}$. The memory depth of a TDL memory is fixed at $p$, and its memory resolution is fixed at unity, giving a depth resolution constant of $p$.

Focused TLFNs using ordinary tapped-delay memory or gamma memory are limited to stationary environments. To deal with non stationary dynamical processes, we may use distributed TLFNs where the effect of time is distributed at the synaptic level throughout the network. The training of a distributed TLFN is naturally a more difficult proposition than the training of a focused TLFN. Whereas we may use the ordinary back-propagation algorithm to train a focused TLFN, we have to extend the back-propagation algorithm to cope with the replacement of a synaptic weight in the ordinary MLP by a synaptic weight vector. This extension is referred to as the temporal back-propagation algorithm [13].

### III. EXPERIMENTS

A. Theory & Methodology

The traffic prediction methodology first involves the gathering of traffic patterns. The data was gathered from one of the core routers of a production network involving multiple high bandwidth links for a web hosting service. The links involved active-standby fiber optic links for high redundancy. The traffic pattern data was gathered using SNMP interface statistics polling [14]. The SNMP statistics are then propagated to the network monitoring server. We used cacti open source network monitoring
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solution [15] running rrdtool to graph the traffic [14, 16]. The rrdtool supports exporting the data into convenient csv format which was used to extract the input data for our test setup. The traffic patterns were used as an input time series to the neural network and using that input time series the future traffic patterns were the output of the neural networks, both back propagation and focused time delay feed forward networks.

B. Data collection and Preprocessing

The first step was to gather the IP traffic data of 6 months. The gathered data was sampled at an interval of 2 hours. The data was then divided into training and testing data in ratio of 65% and 15% while 10% of the data was used for validation. Pre-processing techniques were applied and some of the noisy data was removed and interpolated. For test purposes using the 6 month traffic data single day traffic was forecasted. The forecasting was performed using all the three methods i.e. using back propagating, back propagation with additional processing (excluding the holiday and maintenance periods) and focused time delay feed forward neural networks.

C. Forecasting using Feed Forward Back Propagation Network

For the sake of comparison first the feed forward back propagation setup of [9] was recreated and testing was performed. The three stage network consisted of a single input time series as the feed forward input training pattern, the back propagation of the associated error, and adjustment the weights. The input layer consisted of 10 neurons with tan-sigmoid as the transfer function with Levenberg-Marquardt back propagation algorithm (LMBP). The test was conducted with a momentum of 0.01 and default learning rate of 0.7.

D. Forecasting using Feed Forward Back Propagation Network with additional Inputs

In this setup we used additional inputs to the back propagation network. These inputs involved the factors that may have an impact over the predicted traffic patterns. The inputs involved holiday indicators along with the traffic patterns, network maintenance downtime, bandwidth upgrade and network outage in upstream network beyond our control. In order to study the impact of this upon the overall accuracy of the forecasting the test were also conducted by removing the data associated to these instances. Independent tests were conducted using a combination of these factors while to study the actual underlying influencing factor.

E. Forecasting using Focused Time Delay Dynamic Feed Forward Neural Network

We used non-linear focused time delay feed forward neural network for the prediction of time series traffic pattern with a hidden layer of 10 neurons and an input delay of 1 to 5. This was used to evaluate the dynamic feed forward networks for predicting the time series data. The complete test setup involved the steps of normalizing the input data and converting it into time series and cascading it to the dynamic feed forward network. The data used to train the ANN was the same data that had been used in the back propagation setup.
IV. RESULTS AND DISCUSSION

The error comparison of the different model test setups are shown in fig.

The results show that when additional inputs such as holiday data and maintenance outage is also applied to the input of the neural network the performance of prediction of data increases. This is due to the fact that the traffic patterns in real time are sensitive to the network usage which in turn is dependent upon whether the network resource is available in first place or not. The second aspect of this behavior is that network usage is pretty low in the event of holiday sessions.

Another aspect of viewing the same effect is that if we remove the input data which pertains to the time periods of network outages and also holidays or any other event that affects the normal behavioral pattern of network traffic, the prediction efficiency is increased. However this also implies that the predicted traffic only reflects the normal data and will not account for any abnormal patterns that may very likely are encountered in real world scenarios.

The focused time delay feed forward network as it uses no feedback elements, is faster to train and is a better performer when it comes to time series prediction problems like IP traffic prediction. The reason for its better performance may be as it is a dynamic neural network unlike back propagation it can adapt to the changing inputs better than the feed forward back propagation hence it performs better when it is encountered with changing inputs.
V. CONCLUSIONS

This paper introduced various improvements to IP traffic prediction using back propagation neural networks. These involve usage of additional inputs like holiday session, maintenance time-outs and upstream service outage periods. These factors are environment dependent could vary from environment to environment however they have an impact over the traffic prediction accuracy of a neural network. If these parameters are taken out of the prediction equation of a neural network the system’s accuracy might increase but the downside of this approach may be that the generalization ability of the neural network is reduced. Time delay dynamic feed forward neural networks look promising while predicting IP traffic patterns unlike back propagation they can adapt to the change in input and forecast better than back propagation network. Their behavior and usage for a long term prediction needs to be investigated in further research.
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<table>
<thead>
<tr>
<th>Model</th>
<th>MAD</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPN</td>
<td>79.362</td>
<td>191.265</td>
</tr>
<tr>
<td>BPN with additional inputs</td>
<td>67.135</td>
<td>183.120</td>
</tr>
<tr>
<td>Focused Time Delay Feed-Forward Network</td>
<td>62.339</td>
<td>175.748</td>
</tr>
</tbody>
</table>